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5a  Use cases, potential requirements and possible solutions (phase 2)

5a.1 Management Capabilities for ML training phase

5a.1.X
ML pre-training

5a.1.X.1
Description

In training phase, an ML entity may face the challenge of handling with post-processed, unlabelled data sets derived from the network. These data sets are with the characteristics of low quality and large quantity, e.g., in a cross-domain MDAF, where the volume of historical PMs, KPIs, Trace Data, and QoE can be extremely large such as millions or billions. However, these massive datasets can endow ML entities with extraordinary performance when executing complex inference tasks due to such ML entity. 
The MnS consumer may directly utilize these unsupervised data to train ML entities with a very large number of parameters, thereby acquiring knowledge and correlations involved as much as possible regarding to network aspects, which could be referred as pre-trained ML entities. The pre-trained may not be sufficiently specialized for processing tasks in specific domains or use cases with certain management capabilities. In addition, the pre-trained ML entity may not need to specify the target inference type since it appears generic for all inference tasks. After pre-training, the pre-trained ML entities would be stored into the MLEntityRepository in expectation of ML entity optimization (e.g., Fine Tuning, Reinforce Learning, etc.) with high quality and small quantity data sets which are domain or use case specific.

Note：Under circumstances where the ML entity possesses with a substantial quantity of parameters, the use cases related to retraining, validation and evaluation delineated in the 3GPP TS 28.105 may become inapplicable.
5a.1.X.2
Use cases

5a.1.X.2.1
consumer requested ML pre-training
The ML pre-training may be triggered by the request(s) from one or more ML pre-training (MLPT) consumer(s). The consumer may be for example a network function, a management function, an operator, or another functional differentiation. 

In contrast to the MLT, within the MLPT procedure, it is not a requisite for the consumer to explicitly indicate the inference type including the function or purpose associated with the ML entity. In addition, the MLPT consumer needs to indicate the functional block that the capability of the pre-trained ML entity may involve, e.g., NFMF, NSSMF, NSMF, MDAF, CSMF, EGMF [see TS 28.533], etc. 
Since the update of a pre-trained ML entity would cause enormous resources and observably change the structure of the ML entity, the re-training of a pre-trained ML entity should be carefully confirmed. All the inference type and the performance improve would be processed by ML entity optimization (e.g. Fine Tuning). The MLPT MnS could set the policy when to request the re-training of a pre-trained ML entity to avoid the unnecessary expenditure In Addition, the consumer could also set the pre-training rules (e.g. configure the pre-training parameters including temperature, Top-p and Top-k, etc) in the case of some inference type would not expect too much GAI capability which may raise illusion outputs.
Following the ML pre-training request by the MLPT MnS consumer, the MLPT MnS producer provides a response to the consumer indicating whether the request was accepted.

If the request is accepted, the MLT MnS producer decides when to start the MLPT with consideration of the request(s) from the consumer(s). Once the training is decided, the producer performs the following:

-
selects the pre-training data, with consideration of the consumer provided candidate pre-training data. Since the pre-training data directly influences the algorithm and performance of the trained ML entity, the MLPT MnS producer may examine the consumer's provided pre-training data and decide to select none, some or all of them. In addition, the MLPT MnS producer may select some other pre-training data that are available;

The MLPT producer may report the quantity of the selected data for the consumer to check if it is sufficient for an ML pre-training based on the its policy. Once the MLPT consumer confirmed, the producer would continue the process as following:

-
trains the ML model using the selected pre-training data;

-
provides the pre-training results (including the identifier of the pre-trained ML entity, pre-training performance results, etc.) to the MLT MnS consumer(s).
5a.1.X.3
Potential requirements

REQ-ML_TRAIN-PT-1: The MLT MnS producer should have a capability to enable an authorized consumer to request the pre-train of a specific ML entity.

REQ-ML_TRAIN-PT-2: The MLT MnS producer should have a capability to enable an authorized consumer to indicate the functional block type that the ML entity may involve.
REQ-ML_TRAIN-PT-3:  The MLT MnS producer should have a capability to enable an authorized consumer to manage the pre-training process, including starting, suspending, or resuming the MLPT process, and configuring the ML context for MLPT.
REQ-ML_TRAIN-PT-4: The MLT MnS producer should have a capability to report the results of data selected for pre-training process.

REQ-ML_TRAIN-PT-5: The MLT MnS producer should have a capability to enable an authorized consumer to confirm whether the selected pre-training data set size are sufficient to develop a pre-training.

REQ-ML_TRAIN-PT-6: The MLT MnS producer should have a capability to enable an authorized consumer to configure the pre-training parameters related to generative AI capability based on consumers policy, e.g., temperature, Top-p and Top-k, etc.

REQ-ML_TRAIN-PT-7: The MLT MnS producer should have a capability to provide the pre-training results to an authorized consumer.
